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A B S T R A C T K E Y W O R D S 

The research addressed the definition of data mining technology in 

general and the RBF model in particular and its importance in 

analyzing financial market data to facilitate investors’ decisions. The 

data was collected based on the daily and weekly reports of the Iraqi 

stock market, where the research sought to test a main hypothesis that 

states that adopting artificial neural network algorithms The radial 

basis function (RBF) is one of the best data mining algorithms for 

predicting and analyzing financial indicators for the sample studied. 

The research reached a set of conclusions, the most important of which 

is confirming the research hypothesis. Based on this, the researcher 

recommended the necessity of studying other indicators within a 

longer period to obtain higher accuracy of the results, as the larger the 

data sample, the more accurate the techniques used in data mining. 

 

Data mining, artificial 

neural networks, RBF 

model. 

 

Introduction 

As a result of the development taking place in the financial markets and the huge amount of financial 

data, the need has emerged to use data mining techniques to search and extract knowledge and provide 

a database that helps absorb this huge amount of financial information to provide an appropriate 

environment that helps in the process of making the appropriate decision for investors in the stock 

markets. 

Deciding to invest in stocks requires providing prior information about market conditions and price 

trends to rationalize the correct decision to reduce the incidence of error and the occurrence of 

financial losses. Therefore, it required the availability of accurate technology that helps provide the 

required information to guide investors in estimating future stock prices, especially after the financial 

crisis caused it. Investors in financial markets generally, and emerging markets specifically, are 
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becoming uneasy about the status of the global economy, as the economies of these countries are still 

affected by this. In light of this reality, there remains an urgent need to make the greatest possible 

effort to restore investor confidence as it is a basic pillar for achieving the fair value of security and 

practicing effective avoidance. For future crises, therefore, it is necessary to find a means and 

mechanism that helps investors determine the appropriate and best option for investing in the stock 

market, by analyzing the market and its fluctuations and studying the variables and their impact on 

its direction to predict what it will be like in the future. Based on these data, it was necessary to find 

a solution through predictive models that can describe the random movement of fluctuations in the 

returns of financial market indicators and that take into account the linear and nonlinear 

characteristics of financial time series. This is what prompted us to choose the most prominent data 

mining techniques, which are functional artificial neural networks. The radial basis function (RBF) 

is used as a forecasting tool, as it has the appropriate features for forecasting a series of financial 

indicators and does not require a prior formulation or specific structure. 

According to the research hypothesis, one of the finest data mining algorithms for predicting and 

analyzing the data of the general index of the Iraqi financial market is to use functional artificial 

neural network algorithms with a radial basis function. To achieve the research hypothesis, the 

variables of the general market index were obtained from the daily and weekly reports of the Iraqi 

stock market for the period extending between (2017-2023), where the data was collected from the 

official website of the Iraqi Stock Exchange, then the database was built using the SPSS26 program, 

and then applied RBF model after handling missing data. 

 

Data mining: 

Data mining is a subfield of data analysis or an analytics approach that looks for patterns in data that 

are hidden or undiscovered. It is also known as a computerized sorting process to analyze, process, 

and explore large sets of data. The use of data mining techniques enables organizations to discover 

hidden patterns and relationships in their data by converting data into information (knowledge) that 

is used to find solutions to issues, assess how corporate decisions will affect the future, and boost 

profit margins Regarding establishments. (Nasser and Ahmed, 2017). 

 

Artificial Neural Networks: 

A network of virtual neurons generated by computer programs that mimic the activity of a real neuron, 

or electronic structures (electronic chips made to mimic the activity of real neurons) that process 

information using a mathematical model based on the computing communication protocol. The basic 

processing components of neural networks often carry out basic tasks, but the connections among 

these components—referred to as neurons—as well as the indications of these components influence 

the network's overall behavior (gunasekaran and ramaswami, 2011). The initial impetus for the 

concept of neural networks originated from the way brain neurons function, which is analogous to 

biological electrical networks in terms of processing input from the brain. Donald Hebb proposed that 

the synapse in these networks is crucial to controlling the processing process, which led to 

consideration of artificial neural networks and connectivity. Artificial neural networks are composed 

of nodes, or neurons or processing units as we previously discussed, connected to form a network of 

nodes. A set of values known as weights are assigned to each connection between these nodes, and 
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these weights help determine the values that come out of each processing element depending on the 

values that enter it. 

 

Radial Basis Function (RBF): A functional neural network with radial basis function is one of the 

artificial neural networks that was first formulated by two scientists (Lowe and Broomhead) in 1988. 

There are three layers to it. The network inputs are represented by the first layer, and the hidden layer, 

which consists of many nonlinear activation units with radial functions, is the second layer. The 

network outputs are represented by the last layer. The neurons in the output layer contain linear 

activation functions, as they have a very effective role in the process of classifying data that contains 

a percentage of noise. The network is also used in linear and non-linear representation models. It has 

been used in many fields as an approximation function in predicting time series. Classification and 

system monitoring. It is used in functions of temporal arrangement and control of machines. It also 

has hybrid characteristics compared to other networks, in addition to its ability to adapt and modify 

through learning to find functions linking inputs and outputs to produce a specific decision according 

to the problem to be solved. The RBF network relies on two types of education, which are as follows: 

Unsupervised learning: We find this type of learning in the hidden layer, and this method is called 

self-learning, meaning that the resulting output values are directly as inputs to the output layer. 

Supervised learning: This type is found in the output layer, where the network is trained to reach or 

obtain the required outputs, and training here is according to the training algorithm. The Gaussian 

activation function is one of the most often utilized activation functions in applications. It is used in 

the hidden layer and takes the following mathematical form, which illustrates the structure of 

functional neural networks with a radial basis function. 

 

𝜇𝑖 = 𝑒𝑥𝑝 [−
‖𝑋−𝐶𝑖‖

2

2𝜎𝑖
2 ], j= 1, 2, K, N 

Where:  

𝜇𝑖: represents the output of cell i, where the output values are limited to (1, 0). 

X: network input vector. 

Ci: The vector of weights accompanying the inputs, which are generated random values. 

 
Figure (1) RBF network architecture 
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Results and Discussion:  

To carry out the forecasting process using the RBF model, data from the weekly reports of the Iraqi 

stock market were used for the period extending (1/1/2017 to 11/1/2023). The RBF model was applied 

and the data was processed using the SPSS26 program. 

The method of artificial neural networks with radial basis function was applied to predict the 

indicators of the Iraqi financial market according to the following steps: 

 

1. Selection of variables 

The research variables are the time series of general market indicators represented by opening and 

closing prices and the percentage of change for the period from (1/1/2017 to 11/1/2023) with (310) 

observations. After identifying the study variables, we processed the missing data using SPSS 

according to the Replace missing values function. Table (1) shows the columns of the processed 

variables. Then, the RBF model for neural networks was applied. The network of artificial neurons 

is composed of three layers: 

- The values of the opening prices and the percentage change indicate the first layer, or input layer. 

- The second layer (hidden layer): consists of 9 neurons. 

- The closing prices of the Iraqi stock market make up the third layer, often known as the output layer. 

The inputs of the vector-based functional neural network are displayed in Table (2). 

Therefore, the network architecture is in the form (1:9:2). 
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Figure (2) depicts the artificial neural network's architecture. 

 

2. Data processing 

After determining the input time series, the data is processed in a nonlinear autoregressive prediction 

form with an external input. 
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3. Data analysis stage 

At this stage, the program analyzes the data in a file and describes it in columns. The program also 

divides the data into two groups based on training and testing as follows: 

- 70% of the data was used for training, equivalent to (210) views. 

- 30% of the data was used as an independent test on the network, equivalent to (90) observations, to 

determine the efficiency and accuracy of the model used. 

 

 Table (3) Breakdown of the data sample 

 N Percent 

Sample 
Training 205 95.8% 

Testing 9 4.2% 

Valid 214 100.0% 

Excluded 87  

Total 301  

 The source was prepared by the researcher using the spss program 

 

The test data criterion determines how many hidden units are needed; the "optimal" number of hidden 

units is the one that results in the least amount of inaccuracy in the test data. 

The final step in building the model is the implementation stage, in which it is ensured that the model 

is ready for prediction after conducting the training and verification process. This is done by 

measuring the level of model accuracy performance. 

After completing the model training process on the studied data sample, the model’s performance is 

tested, as the model’s accuracy indicates the extent of the neural network model’s ability to estimate 

the test sample. Based on this, the model's performance is evaluated according to the measure of the 

mean square error, the relative error, and the correlation coefficient to measure the relationship 

between the real values and the predicted values. As shown in Table (4) below: 

 

 
The source was prepared by the researcher using the spss program 

The relative error is used to calculate significant digits, as the smaller the resulting error value, the 

better. 

 

Discuss the Results 

Following the network model's implementation, the analysis revealed that the network rejected (87) 

views that it deemed invalid. Of the 214 views that remained, 96% of the sample was utilized to train 

the model, and 4% of the sample was used for testing. The prototype. In the verification stage, as 

indicated in Table (4) above, the model's performance was estimated using the complete sample. The 
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rate of fit, or correspondence between the actual and predicted values, is an indicator that quantifies 

how much the anticipated values tend to have the same values, therefore the researcher used it to 

assess how well the RBF model could predict the values of the financial market index. 

The disparity between the numbers and the genuine values is depicted in Figure (5). anticipated. The 

computed match rate attained 75 percent, a high figure that suggests the model's accuracy. In order 

to verify the accuracy of the model used to analyze the market data under study, the Pearson 

correlation coefficient between the actual data series and the predicted series was also calculated. A 

correlation value of 99% was reached, indicating the presence of a strong relationship between the 

predicted time series and the actual value series. Adopting functional artificial neural network 

techniques with a radial basis function is one of the best data mining algorithms to anticipate and 

evaluate the data of the study, which is supported by the previously supplied information. 

Artificial neural networks have the attractive ability to reduce the error bias factor in visual time 

series. Analyzes of the first neuron network showed that the error coefficient decreased to the level 

of (0.01), meaning that the accuracy of the predictions reached approximately (99%). The 

independent variables were also analyzed by measuring their importance, as shown in Table (5) 

below. 

The degree to which the predicted value of the network model varies for various values of the 

independent variable is a measure of the independent variable's relevance. Normalized significance, 

which is expressed as percentages, is just the important values divided by the largest importance 

values. The significance of independent factors is seen in Figure 3. 

 

Table (5) The importance of independent variables 

 Importance 
Normalized 

Importance 

SMEAN(Previousclosure) .480 92.2% 

SMEAN(Percentageofchange) .520 100.0% 

The source was prepared by the researcher using the spss program 

 

 
Figure (3) the importance of independent variables 
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It is clear from Figure (4) the extent of convergence between the estimated values of the previous 

closing price and the actual values, which explains the strength of the degree of correlation in the 

testing phase. This confirms the accuracy of the model used in the testing and the possibility of using 

it to predict future price values and also supports the validity of the research hypothesis in that 

adopting neural network algorithms Functional synthetic with radial basis function is one of the best 

data mining algorithms for predicting and analyzing data for the general index of the Iraqi financial 

market. 

 
 

 
 

Conclusions 

The RBF model can be used to predict the values of financial indicators with high accuracy. The 

results of predicting the value of the market index and its direction for the next trading day can also 

be relied upon to make important investment decisions and achieve profitable returns with a high 

degree of confidence. The accuracy of the model is also related to the length of the period of the series 
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studied. The longer the time series, the more accurate the model used is. Increasing the size of the 

data for the study sample leads to improving the model’s performance. 

 

Recommendations: 

The researcher recommended the necessity of studying other indicators within a longer period to 

obtain higher accuracy of results, as the larger the data sample, the more accurate the techniques used 

in data mining become. 
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